LHC and Grid Computing

Slides: http://cern.ch/Hans.Hoffmann/LHC& Grid_US_Rev.ppt

* TheChallenge: partially discussed, more dlidesin printout

e Grids

« "Hoffmann" Review
— Mandate, members: not discussed, slidesin printout

— Resaults

e Further proceduresat CERN
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LEP Case (very small data volumes!)

Slidesat: http://cern.ch/davidw/public/L EPfest.ppt)

1983 LEPC: 2 CERN unitsrequired per experiment; ALEPH: 12 units

1983: Green Book - Computing at CERN inthe LEP Era:

— “Users’: <60 per experiment at CERN; ~100 per experiment outside CERN
(Europe, NA, RoW added)

— Compute power, data stor age, disk, networking, . . ., other

— Simulation

1984: CERN computing cost ~ 50 M CHF over thefollowing 5 years
1988: 13.5 CERN unitsg/expt. estimated and a similar amount outside
2000: ~2000 CERN units (200 SI-95), ~2.5 Thytes of disk LEP expt.

Achievements: PAW, Geant 3, WWW, " coherence" acrossusers
distributed over many institutes and countries. " massively scaling"
softwar e

Mainframes 0 workstations 0 PCs/commodity/massive networ king
I mportant technology changes
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Link & USLIC

6 Public

Mission Oriented

The Compact Muon Solenoid (CMYS)
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Resistive Plate Chambers RPC
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Compact Muon Solencid

On-line System

e Largevariety of trigger
and thresholds: select
physicsalacarte

e Multi-level trigger

* Filter out less
interesting

» Onlinereduction 107

» Keep highly selected
events

Jan-3-01

Much Data is | nvolved?

High No. Channels
High Bandwidth
(50JGhit/s)
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High|DataArchive
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108 107
'LE'P: Event Size(bytes)
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CERN's" Network" in the World

267 institutesin Europe, 4603 users
208 institutes elsewher e, 1632 users
some points = several institutes
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HPC or rather HTC

High Throughput Computing
— massof "modest" problems
— throughput rather than performance
— resiliencerather than ultimatereliability

Can exploit inexpensive mass mar ket components

But we need to marry these with
inexpensive, highly scalable management tools

Much in common with data mining, I nternet Service Providers, e-
commer ce, data marketers ... ...

Much lessin common with traditional super computing (HPC)
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Today's Analysis Farms

Computing & Storage Fabric
built up from commodity components

— SimplePCs
— Inexpensive networ k-attached disk

— Standard network interface
(whatever Ethernet happensto bein 2006)

with a minimum of high(er)-end components
— LAN backbone
— WAN connection

©
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Limited role of high end equipment

Computing & Storage Fabric
built up from commodity components

PR PRre
e
it wamwanamman
— ﬁqtfp!gasci:\?e networ k-attached disk l. l . .

— Standard network interface
(whatever Ethernet happensto bein 2006)
with a minimum of high(er)-end components

LAN backbone WAN connection
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TechnologyWatch, Context and Challenge

Projected evolution of Cost of Disk
Storage, Storage Density

(mirrored IDE disk, usable capacity)
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continued

Projected Evolution of Processor Performance,
Price/Performance
1,000.00 1000
00
520.00
[ H]
L%}
c
; [
7] 100.00 100 E
38 5
<] ‘i
TW [T
o o ¢
o =y
£5 5
7 10.00 10 @
L o
o
™=
[+
.10
1.00 1
% % § § § § % § § § § S =il gross cost chf/SI95
Year —— processor performance SI195
Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 13
continued
Evolution of Transatlantic prices
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LHC Computing - a Multi-Tier Model
Monar c study: complete simulation of the model

CERN-Tier O
(CERN - Tier 1) >

Tier 1 Organising
Softwar e
. Grid
Tier2 Onib [ape -~ "Middleware"
Department m é—'\. " Transparent"

\Q user accessito
Desktop - * ) applications and
e' all data

MONARC report: http://home.cern . ch/~bar one/monarc/RCAr chitecture.html
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EU-DataGrid and L HC (nhttp://grid.web.cern. ch/grid/)

¢ High Throughput, Data-intensive Computing Fabric
as a Computational Data Grid in Europe, to stimulate
development of the missing softwar e

« Construct a common testbed for pilot applicationsfrom
sever al sciences (e-Science), industries

« Proveresulting scalability, usability and quality in
production environment --

demo of an LHC distributed facility

¢ Leveragecurrent R& D on Computational Grids adding a
data intensive per spective

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software %



http://home

Grid initiatives

DataGRID; European HEP Grids, (INFN Grid, UK Grid, France, NL..)
GriPhyN; PPDG
Japan; Asia-Pacific Grid
Coordination needed between GriPhyN and DataGRI D, PPDG, others in
termsof Management, Architecture, Middlewar e, Deployment

Good News:

— Globusunderlies all of the projects

— Active participation of Globus leadership in all of the HEP projects

— Merging of Grid Forum and eGrid to form Global Grid Forum —North America—
Europe —Asia —Pacific(d obal Gid Forum1 (GG1), will be held in
Anst erdam Net herl ands, March 4-7, 2001)

Good support for GLOBUS in Europe must be organised — and funded
Essential to get the DataGRID Phase O testbed off the ground
Scope for collaboration and cooper ation

or duplication and incompatibility

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 17

LHC Computing Review

Announced in autumn 1999
First Steering Committee meeting 12/1999
By end of 'spring' (June 2000) the review team should have helped
to formulate and then comment

— substantiated softwar e proj ects

— world-wide analysis schemes and

— thepreliminary resour ce loaded work-plans,

with milestones and objectives, supplying a coherent picture between

experimentsand CERN I T division
However:
end 1999: distributed computing model, Monarc, --> Data Grids

establish common views amongst 4 LHC Experiments and more solid
estimates of the needs

Moretimerequired than envisaged, finish by end of thisyear
Statusreport now with preliminary results

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 8




M andate (I ntroduction)

At about mid-term between the publication of the technical proposals
of the experiments and the start-up of LHC, and well beforethe
submission of the computing TDRs of the experiments, it isan
appropriate moment to review the computing plansof theLHC
experiments and the corresponding preparationsof I T Division with
the following aims:

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 19

M andate

u Update the assessment of individual, experiment-specific,
regional and CERN facilities, and their relativerolesrequired
to perform the computing of the LHC experiments. Update
the estimates of the corresponding resour cesrequired, taking
into account the evolution of the underlying technologies.

I dentify the softwar e packagesto operatein the various
places. | dentify servicesto be provided centrally. | dentify
activities which haveto be done at CERN.

u Assessthe analysis softwar e projects, their or ganisational
structures and inter faces between parts, the corresponding
role of CERN and possible common efforts.

u Review and comment about the overall and individual
computing project management structuresand review the
resourcesrequired

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 2




M andate (Comments)

Theresults of thereview will bethe basisfor CERN, the collaborating
institutes and their funding agenciesto for mulate Computing M emor anda of
Under standing. These will describe the commitments of institutesinside the
collabor ations towar ds their computing goals and the commitments of CERN
to provide softwar e, computing infrastructure and central facilities for the
LHC era. The MoUs should be put in placein 2001 -2002.

Thereview team should recommend actions and, in particular, common
actions between experimentsand I T Division that will help to achieve these
goalswithin the existing resour ces.

Thereview reportsto the Research Board and the Director General.

Interim statusreportswill be given to FOCUS, LHCC and other appropriate
bodies.

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 2

Organisation

Steering Committee, under which operate three technical panels:
— Worldwide AnalysissComputing Model panel
— Softwar e Project panel
— Management and Resour ces panel

The Steering Committee meets monthly and the panels or ganise
their own schedule of meetings

Communication by email, private Web Site and public Web Site:

— http://cern.ch/Ihc-computing-review-public

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software
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http://cern.ch/lhc-computing-review-public

M ember ship (1)

Chair

Steering Committee

Members: S. Bethke Chair

H.F. Hoffmann CERN Director resp. for Sc. Comp.

D. Jacobs Secretary

M. Calvetti Chair of the Mgmt and Resour ces Panel
M. Kasemann Chair of the Softwar e Project Panel

D. Linglin Chair of the Computing Model Panel

Representative Alternate

In Attendance: I T Division M. Delfino L. Robertson

ALICE F. Carminati K. Safarik
ATLAS N. McCubbin G. Poulard
CMS M. Pimia H. Newman
LHCb J. Harvey M. Cattaneo

Observers: R. Cashmore CERN Director for collider programmes

Jan-3-01

J. Engelen LHCC chairman
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M ember ship (2)

Worldwide Analysiss’Computing M odel panel

retary

D.Linglin  Chair
F. Gagliardi Secretary (--> lost to EU-Data Grid)
Expt. Reps: Representative Alternate
ALICE A.Masoni A. Sandoval
ATLAS A.Putzer L . Perini

CMS H. Newman W. Jank
LHCDb F.Harris M. Schmelling

Experts: Y.Morita, L. Perini C. Michau

Hans F. Hoffmann, CERN; US LHC Software
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M ember ship (3)

Softwar e Project panel

Picture to be added; Chair Secr etary

M atthias please send

M. Kasemann Chair
A. Pfeiffer Secretary and CERN-IT representative

Expt. Reps: Representative Alternate
ALICE R.Brun A . Morsch
ATLAS D.Barberis M.Bosman
CMS L. Taylor T. Todorov
LHCDb P. Mato O. Callot

Experts. V. White, etc.
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M ember ship (4)

M anagement and Resour ces panel

Chair

M. Calvetti Chair
M.Lamanna  Secretary

Expt. Reps: Representative Alternate
ALICE P.VandeVyvre K. Safarik
ATLAS J.Huth H. Meinhard

CMS P. Capiluppi 1. Willers

LHCb J.Harvey J.P. Dufey

Experts: L. Robertson T.Wenaus, etc.
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Secretary
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Review M eetings and Status

Software Panel: wide consensus on software matters and final report

World-Wide Computing Panel; the distributed computing model is confirmed
and apreliminary report has been received containing preliminary
requirements

Resour ces Pandl: start later, wait for information to consolidate, meetings
together with the world-wide computing panel, turning regirementsinto
resour ce estimates, very preliminary report received, feedback from RRB
will beimportant

Steering Committee: 15 meetingsuntil 16-11-00 included, aiming at afinal
report by the end of the year

Moreinformation on the review:

(http://lhc-computing-r eview-public.web.cer n.ch/lhc-computing-r eview-public/)

27
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Preliminary outcome today

— Intense and collabor ative discussions between experiments amongst
themselves and with I T Division

— Emerging views on common effortsin software and testbeds

— Computing efforts outside CERN discussed with funding agencies and
some encour aging activities noted

(concrete prepar ations for regional centresin a number of countries)

— First ideas about Management Structure for the coming years,
embedded into LHCC, Research Board, RRBs, bringing together all
partiesinvolved

(Softwar e and Computing Steering Committee" CS?")

28
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Softwar e panel concer ns and suggestions discuss:

< Manpower shortfall, maturity of planning and resour ce estimates
e Simulation packages development and support

« Software and system architectures

¢ Common projectsand experiment/I T division interactions
 Data management

¢ Analysistools support and future evolution

* Quality assurance of physicsreconstruction/filter/trigger code

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software
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Softwar e panel recommendations:

« Establish LHC Software and Computing Steering Group
(preliminary diagram; detailed description in final report)

CERN Directors =
+ Exp. LHC Committee

» \
Y
"l l'
» ’ Reports to

Steering Al
i pproves and
Committee * ’ receives reports

<' = Give presentations to

Project Technical
e Assessment
I‘.. was® Group

« Establish data managerr.llént technical assessment group
« Validate and present manpower needs and current availability
* Initiatetechnical assessment groupsin a number of areas

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software
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"World-wide Analysisand Computing Model" Panel Report
30 September, 2000; Draft 2.1

* The Pandel recommendsthe multi-tier hierarchical model asone key
element of the LHC computing model with the majority of the
resour ces not based at CERN.

¢ About equal share between Tier O at CERN, Tier 1'sand lower level

Tiersdown to the desktops:
TierO/y (Tier 1)/> (all Tier 2, etc) =1/1/1

¢ The Panel recommendsthat all experiments perform " Data
Challenges' of increasing size and complexity until LHC start-up
(interest has been expressed to use the emer ging structurefor real
data of real experiments)

» Creation of a Software and Computing Steering Committee ( SC2)

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 31

Key Parameters

o Typical numbersfor a multipurpose experiment:

— 10° events/s at nominal luminosity of 103%/cm?sin burstsat 40MHz

— 100 events/sto data storage (270 events/sec)
- 1M Bytel event (2 M Byte/event)
— 107 srunningtime per year (0.5* 10’ s)

datarate [J stable beam time

— 2 PetaBytelyr "raw" data

— 1 PetaByte/lyr smulated data

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 2
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Key parameters, continued

All LHC experiments, Tier 0& 1 at CERN :
— 10 Peta Bytes/yr data storage; disk: 2 P Byte
— 2M SI 95 (PC today ~ 20SI 95)

Multi-experiment Tier 1:

— ~5 Tier /experiment

— 3 Peta Bytelyr data stor age; disk: 0.5 P Byte
- 0.9M Sl 95

> (Tier-2sand below attached to Tier 1) ~ Tier 1 without data stor age
(order of magnitude, very preliminary)

* Networking Tier O-->Tier 1: > 622 Mbps (4 Gbps)
(black fibre: 1 Tbps)

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software

Preliminary findings of the Management and Resour ces
Panel of the LHC Computing Review, v. 1.1; 15-9-00

« Estimates collected of the computing resour cesrequired by the 4
LHC experiments

« Estimateswill need consolidation for thefinal report and then
further refinementsin the coming year s from experience gained
with tests

< Many moredetailed suggestions, not necessarily agreed by expts:

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software
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All Expts - Tier 0 + Tier 1 at CERN
preliminary material cost/year
Physics in 2005
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All Expts - Tier 0 + Tier 1 at CERN:
preliminary material cost/year
Physics in 2006
50,000 BR&D testbed
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40,000 N @msystems administration
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ALICE, preliminary, new figures proposed! H H
Tier Oand Tier 1 cost at CERN
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Commentson Cost Figures presented

e Material cost estimates based on commodity components (except
tape and networ king equipment) and technology watch:

Very preliminary and only indicativel

¢ Thestart-up scenario of LHC machine and experimentshasavery
important influence on cost: needs discussion and evaluation of LHCC
to evaluate physics merits and initial under standing of detector
systematics

¢ Network bandwidths: Fastly evolving field and may haveto bere-
evaluated in thelight of BABAR and BELLE experiences

e Further cost developments after first years of running will haveto
be re-evaluated because of the rapid technology changes

e Material cost of Tier 1 and below can be scaled to some degree
from the presented figures.

¢ Manpower and operation cost for all Tiers (0O->Desktop) are not
included and need morework at CERN and in the countries
concerned (every country will be different!)
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Manpower Evaluations

« Estimates of professional manpower needs have been received
from the 4 experimentsto build and oper ate their software:

missing FTEs/experiment range from 8-25

» Softwareissubdivided into " cor e softwar€" written by
professionals and physics analysis softwar e, written by physicists

e Core softwareteamsare not necessarily located in one place,
* Morein detail:

« the number of FTE software engineersis compatible with the experience
of existing experiments (Babar, CDF)

« adequate support of the Core-Softwar e team is necessary. The resour ces
for the core-software team must be found within the collaborationswhich
should present plans describing how to provide the necessary support

« co-ordination of the 4 core-software teams with the CERN IT Division
isnecessary; | T Division does not have sufficient manpower to satisfy all
requests

« thereisenough manpower inside each collaboration to build the physics-

specific software

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software 39

Further Procedure at CERN, beforethe end of the year

-Technical paper ("technical proposal”) on CERN - IT Division plansfor
LHC Computing, including schedules, cost and additional manpower
requirements (fabric, softwar e support, coordination); built-up towards
thefinal TierQ, Tier1l; LHC schedule and initial operation plans

-A "white", draft paper named " LHC and Grid Computing" to CERN
Scientific Policy Com. and Com. of Council (December 2000 M eetings)

—First description of a special programme, "LHC and Grid Computing" open to MS and
NMS, with requests for resources at CERN and in the collaborating countries

—Interest of such a programme for other sciences

Jan-3-01 Hans F. Hoffmann, CERN; US LHC Software
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